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Reservoir computing is a computational framework originated from recurrent neural networks, which is particularly suitable for time series data processing. The major advantage of reservoir computing is that only a part of the connection weights are adjusted by training, and therefore, low learning cost and high implementability can be expected. Recently, much attention has been paid to hardware implementations of reservoir computing utilizing nonlinear phenomena in a variety of physical systems. For further expanding the potential of reservoir computing in practical applications through discussions, the organizers solicit papers to present the state-of-the-art technology relevant to theory, algorithm, and hardware implementation of reservoir computing.
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